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Abstract: Software defect prediction is a crucial area of study focused on 

enhancing software quality and cutting down on software upkeep 

expenses. Cross Project Defect Prediction (CPDP) is a method meant to 

use information from different source projects to spot software issues in a 

specific project. CPDP comes in handy when the project being analyzed 

lacks enough or any data about defects for creating a dependable defect 

prediction model. Machine learning that is a part of artificial intelligence 

learns from data and then makes forecasts or choices. Machine learning 

(ML) is a key component of CPDP because it can learn from 

heterogeneous and imbalanced data sources. However, there are many 

challenges and open issues in applying machine learning to CPDP, such 

as data selection, feature extraction, model selection, evaluation metrics, 

and transfer learning. In this study, we provide a complete review of 

existing literature from 2018 to 2023 on Defect Prediction using Machine 

Learning, covering the main methods, applications, and limitations. We 

also use ML to identify current research gaps and future directions for 

CPDP. This paper will serve as a useful reference for researchers 

interested in using ML for CPDP. 
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1 Introduction 

 Software Defect Prediction (SDP) involves finding and pinpointing parts of software that 

might have problems. It assists software developers and testers in using their resources and efforts more 

wisely, ultimately enhancing the quality and trustworthiness of software products [1], [2]. Usually, SDPs 

rely on data of past project from the same project (known as within-project defect prediction or WPDP) to 

make models for predicting defects using machine learning (ML) methods. However, sometimes there's 

not enough or no defect data for the same project, especially for new or ongoing projects. This makes it 

challenging to apply and accurately use the WPDP model.  

Cross Project Defect Prediction (CPDP) offers a better solution of this problem. It uses defect 

data from different projects to forecast defects in a new project, helping to overcome the lack of data issue 

and providing predictions for items with little or no defect history [3]. CPDP benefits from the variety of 

data available from various source projects, which capture different aspects of software defects. However, 

CPDP also faces challenges and unanswered questions, like picking suitable and trustworthy source items, 

extracting and aligning features from different data sources, selecting the right machine learning models 

and settings, evaluating and comparing CPDP models, and transferring knowledge between different 

domains and scenarios [4, 84].  
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Lately, the blending of software engineering and machine learning has brought hopeful solutions 

to persistent problems. By leveraging rich historical project data, machine learning techniques offer the 

potential to transform software engineering from a reactive to a proactive process. By analyzing patterns, 

relationships, and factors that have contributed to past defects, these techniques can identify areas of code 

that are more likely to develop defects in future projects. Researchers have proposed some machine 

learning techniques [5-13, 85-89] to improve the software engineering process. This shift towards 

predictive defect management is expected to not only improve software quality but also optimize resource 

allocation through more rigorous testing and review of defect-prone parts [92, 93].  

In this research, we provide a complete summary of the current body of knowledge regarding 

CPDP with machine learning. This review encompasses key techniques, practical uses, and constraints. 

We also identify current research gaps and future directions for using ML for cross-project software 

defect prediction. By providing a comprehensive overview of the existing literature on CPDP using ML, 

this research plans not only to promote a deeper understanding of the field, but also to provide valuable 

insights to researchers, practitioners, and software developers interested in implementing CPDP 

techniques in practice. To conduct this review, detailed guidelines were obtained from some previous 

literature reviews [14-18]. By identifying the strengths and limitations of current approaches, this review 

can also catalyze further research and development, ultimately driving advances in defect prediction 

across projects and contributing to overall improvements in software quality and reliability.  

A study [19] examines the performance of re-sampling methods in tackling class imbalance 

issues within the SDP process. This imbalance problem can impact accuracy and trustworthiness of 

models. The research introduces a framework that enhances SDP model performance through ensemble 

learning and feature selection methods. Six public datasets from NASA are used to evaluate this 

framework, and it's compared against ten supervised classification techniques. The study asserts that this 

framework surpasses all other techniques in F-measures, accuracy, MCC, and ROC.  

In one study [20], a feature selection process is proposed for CPDP, where they aim to combine 

CFS (correlation-based feature selection) and the Relief algorithm (Relief). In another study [21], a novel 

approach called the Ensemble Oversampling Model (EOM) is introduced. EOM combines multiple 

oversampling techniques to create a balanced dataset and then employs an ensemble classifier to predict 

defects. This research assesses EOM's performance using 12 datasets of software engineering from the 

broadly used PROMISE repository. The paper compares EOM with four standard classification 

techniques: Support Vector Machine, Naive Bayes, Random Forests (RF), and Logistic Regressions. Two 

evaluation parameters are used: the accuracy rate (ACC), which measures overall prediction correctness, 

and false negative rate (FNR), it point to the percentage of defective components missed by the classifier. 

 In another study [22], a new approach is proposed that combines deep learning and ensemble 

learning to increase the accuracy and robustness of the models of software defect prediction (SDP). The 

research begins by introducing the background and principles of SDP and reviews previous efforts in this 

area using both deep learning and traditional machine learning methods. The study then outlines the 

proposed framework, which involves four key steps: feature extraction, data preprocessing, model 

training, and model fusion. Detailed explanations, algorithm pseudo-code, and network architecture 

diagrams are provided for each step.  

In a separate paper [23], the focus is on using Neural Networks-based ensemble techniques to 

calculate defective software components. This paper finds to improve the accuracy and reliability of 

software defect prediction models by using the multi-layer perceptron as the foundational classifier and 

combining it with ensemble techniques such as bagging and boosting. The study evaluates this framework 

using public NASA datasets and compares it to ten supervised classification techniques, including 
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ensemble learning techniques like bagging and boosting. According to the paper, this framework does 

better than all other techniques in accuracy, MCC, F-measure, and ROC.  

Another new approach to CPDP uses data from different projects to calculate software defects in 

one project. The method, called WCM-WTrA, method merges feature selection techniques and distance 

weighted instance transfer to reduce variance between items and improve prediction accuracy. The paper 

also extends the method to handle multiple source terms and calls it Multi-WCM-WTrA [24]. In a 

different study [25], a new approach is presented for CPDP, which involves using training data from a 

project to forecast software bugs in another project. This method, known as TFS, employs transformation 

and feature selection techniques to lessen the disparities between the training and test projects. The 

transformed and selected data from the source projects are then used to forecast bugs in the test projects 

using a random forest classifier. The study concludes that TFS generally performs better than other 

methods and shows significant enhancements over contemporary CPDP models.  

In a study [26], they propose a classification approach for SDP that relies on feature selection 

techniques. This method is designed to increase accuracy and dependability of software quality evaluation. 

The framework comprises three main components: dataset and feature selection, the classification stage, 

and result analysis. They apply this method in two ways: one with feature selection and one without. The 

research conducts experiments using 12 publicly available datasets from NASA and compares the 

outcome of their framework with other commonly used classification methods. According to the paper, 

their framework outperforms some of the commonly used classification techniques in certain datasets.  

Another approach to using cross-project data to identify where crashing faults reside is proposed, 

by predicting whether the fault that caused the software to crash is inside or outside the stack trace of a 

crash report. The method, called FSE, uses a cross-project framework of feature selection and embedding 

to deal with data scarcity in this task. We then use the selected embedded source item data using a random 

forest classifier to predict crash fault locations in the target item. This paper evaluates the method on 7 

real projects and compares it with 25 other methods. The paper finds that FSE outperforms other methods 

in most cases and shows superior performance in identifying crash fault residency [27].  

A study [28] introduced a novel EL (ensemble learning) model for SDP, using kNN, GLMNet 

(generalized linear models with elastic network regularization) and random forests as the underlying 

learner linear Discriminant analysis (LDA). The authors claim that the EL technique can decrease 

inconsistency and bias between source and target datasets and improve prediction accuracy and 

performance. The authors conclude that ensemble machine learning models are capable and effective for 

SDP. A paper [29] proposes a method for SDP using ensemble learning (EL) and feature selection (FS) 

techniques. This method uses six NASA datasets, applies different search methods for attribute selection, 

and uses EL techniques to build defect prediction models. The framework is evaluated using various 

performance metrics and compared with other classification techniques. The paper shows that the 

framework increases accuracy and reliability of SDP models.  

In a different study [30], they established a data transformation method for CPDP founded on 

Generative Adversarial Networks (GANs). Their research suggests that GAN-based techniques can 

decrease the differences in data between training and testing projects, leading to enhanced defect 

prediction performance. The authors adopt a GAN-based approach, selecting the labelled dataset as real 

data and the target dataset as bogus data. The discriminator measures the domain version through a loss 

function, while the generator tries to adapt the target dataset to the source item domain. Then, the authors 

apply a Naive Bayesian classifier to classify the faulty modules.  

There is another novel cost-conscious bagging ensemble (CCBE) method for CPDP, which uses 

re-sampling techniques to construct cost-aware classifiers and ensemble techniques to capture better 
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predictable sex. The generalization property addresses the class imbalance in each classifier. The authors 

claim that the CCBE method can automatically identify cost values during model training, improving 

predictive performance and practicality [31].  

In another study [32], a software defect prediction framework is introduced, which employs 

multi-filter attribute selection techniques in conjunction with the multi layered perceptron classifier. They 

utilized 12 datasets from NASA, applies various filtering methods for feature selection, and employs 

MLP to construct a defect prediction model. This framework's performance is assessed using four 

performance metrics and is compared to other classification techniques. The study demonstrates that this 

framework enhances accuracy and reliability of SDP models.  

The paper [33] proposes a Multi-Adaptation and Kernel Specification (MAN2)-based CPDP 

(Project Defect Prediction) method, which tends to reduce domain differences and data noise between 

training and test projects. The authors show that the MAN2 method can learn low-rank sparse 

representations of source data and domain-invariant feature spaces of target data by using kernel-norm 

regularization and multiple adaptation techniques. In paper [34], an intelligent system is introduced to 

detect faulty modules in software using a two-step predictive method. The initial step involves applying 

the three machine learning techniques to given data: ANN, NB, and DT. The subsequent step combines 

the classifier's accuracy with a fuzzy logic-based system to achieve improved performance. They utilize 

datasets from well-known NASA repositories. According to the paper, this system surpasses other 

techniques, including basic classifiers and contemporary ensembles, in terms of performance.  

There is another method proposed in a study [35] which is called KPWE, which combines two 

techniques: Weighted Extreme Learning Machine (WELM) and Kernel-Principal Component Analysis 

(KPCA). WELM is a fast and robust learning algorithm that can alleviate the problem of class imbalance 

by allocating different weights based on the proportion of different classes. KPCA is a nonlinear 

dimensionality reduction method that can capture the nonlinear relationship between data characteristics. 

There is another CPDP algorithm based on transfer learning (TL), which aims to learn the common 

attribute space and domain-specific attribute space of source items and target items by using a two-stage 

TL framework. Studies have shown that TL-based algorithms can reduce domain differences and data 

noise between source and target items, and increase the performance and stability of defect prediction 

[36].  

The authors of the paper [37] evaluated 10 supervised machine learning techniques on four 

NASA datasets containing software metrics and defect information. They compare these techniques using 

F-measure, Accuracy and MCC as performance metrics. They also use attribute selection and re-sampling 

methods to shrink the dimensionality and imbalance of the dataset. They found that multilayer 

perceptron’s and SVMs were the most effective techniques on the NASA dataset, and that feature 

selection and re-sampling techniques can improve performance of ML techniques.  

In reference to study [38], a recommender system is developed for selecting data methods in 

CPDP. The system's goal is to suggest the most suitable method for selecting training data from training 

projects for a given test project. The authors report that this recommender system suggests the best CPDP 

data selection method and performs better than the baseline method they considered.  

As for study [39], it delves into how different techniques for reducing features can affect 

performance and variance of various prediction models. The research compares attribute reduction 

methods like Principal Component Analysis, Linear Discriminant Analysis, and Auto encoders with 

feature selection methods like as Information Gain, Chi-Square, and Relief. This study evaluates these 

methods using six defect prediction models, including support vector machines, random forests, and 
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means clustering. The research highlights that feature elimination methods can often enhance the 

performance of models and reduce variance, particularly for unsupervised models and large datasets.  

In the paper [40], they present a technique for SDP that integrates feature selection, data fusion, 

and ensemble machine learning methods. This framework utilizes a range of ML models that consists of 

SVM, DT, and NB, in combination with ensemble machine learning methods like voting, bagging, and 

stacking, to predict faulty software modules. Furthermore, fuzzy logic techniques are applied to combine 

the results from ensemble machine learning methods. The framework's performance is evaluated using 

four real-world software datasets and exhibits better results when compared to specific existing methods.  

One study [41] is about a novel system that uses ML methods to forecast software defects. This 

system extracts various features from the given data and then applies three different classifiers: Naive 

Bayes, Artificial Neural Networks, and Decision Trees. The system then combines the results of these 

classifiers using fuzzy logic-based fusion techniques to obtain a final prediction. The paper claims the 

system achieves greater accuracy and precision than modern methods. The paper also evaluates the 

system on five datasets collected from NASA projects and compares it to other existing methods. A study 

[42] evaluated the performance of CNN (convolutional neural networks) in multi-category CPDP, aiming 

to classify software components into four defect severity levels: critical, major, minor, and trivial. There 

is also a study discovering the viability of applying federated learning (FL) to Cross Projects, aiming to 

preserve the privacy of source items by training a global model without sharing raw data [43].  

An article [44] presents a new deep forest model for SDP, a technique for identifying defective 

software components before they cause failures. Deep forest models consist of multiple levels of decision 

trees that can learn complex non-linear features from software metrics data. The model also uses a 

waterfall structure that can dynamically adjust the number of tiers based on data complexity and 

predictive performance. In method [45], a novel approach is introduced to automatically identify code 

characteristics linked to software defects by using n-gram abstract syntax tree (AST). AST n-grams are 

series of nodes within the AST representation of source code, which capture both the semantic and 

syntactic configuration of the code. This research compares the performance of AST n-grams with other 

methods for extracting code features, such as bag-of-words, bag-of-tokens, and the Halstead metric, 

across six open-source projects. The article demonstrates that AST n-grams achieve higher precision and 

recall in software defect prediction compared to other methods and are competent to identify the most 

related code features for each item.  

In study [46], the authors introduce a different approach for CPDP, which involves leveraging 

data from multiple sources to forecast software bugs in a specific project. This method, known as 

MFTCPDP, employs a technique called manifold feature transformation to reduce the disparities in data 

sharing between the training and test projects. Manifold feature transformation entails converting the 

novel attribute space of an item into a low-dimensional diverse space that retains the essential structure of 

the data. Subsequently, the transformed data from source items is utilized to predict defects in target items 

using a Naive Bayesian predictive model. 

A paper [47] proposes another method for CPDP; it utilizes the data from many projects to 

calculate software faults in one project. The method, called NN Filter, uses a data resampling method to 

deal with CIP in defect prediction datasets. It evaluates the effect of five oversampling methods (SMOTE, 

MAHAKIL, Borderline-SMOTE, ADASYN and random oversampling) and three under-sampling 

methods on different models. The paper compares the results to those of methods without data resampling. 

A paper proposes another approach to CPDP, a task that takes data from source project to forecast 

software bugs in test project. The method, called CFIW-TNB, uses correlated features and instance 

weight transfer learning to shrink the difference between train and test projects. Then, this paper uses the 
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selected and weighted source item data to predict defects in target items using a Naive Bayesian classifier 

with a tree-augmented network structure [48].  

There is another paper [49] that aims to improve CPDP, a technique that takes data from training 

projects to recognize faulty software components. This paper focuses on the role of prediction metrics, 

which are numerical factor of software quality, diversity, and complexity, in the CPDP model. This paper 

suggests a metric selection technique based on metric diversity; it measures how different metrics capture 

different aspects of software characteristics. This paper evaluates the given technique on different projects 

and compares it with existing metric selection methods and modelling techniques. The paper reports that 

the given technique finds better accuracy and stability than baseline techniques and that metric diversity is 

an important factor in CPDP performance.  

The study [50] classifies existing defect prediction techniques into four areas: manipulated data, 

prediction algorithms based on machine learning, empirical research and effort-aware prediction. This 

paper also discusses some research challenges and opportunities for future defect prediction, such as 

dealing with unbalanced and noisy data, integrating domain knowledge, evaluating prediction models, 

and applying defect prediction in practice. There is a research article [51] that explores how different 

methods of selecting features affect the accuracy of predicting software defects in different projects. This 

study introduces a new attribute selection that is a method based on the correlation between features and 

defects and compares it with six existing methods using 12 datasets from different software domains. The 

paper reports that their method outperforms other methods on evaluation metrics: accuracy, recall, 

precision, and F1-score. This paper also discusses the implications and limitations of their findings and 

suggests some directions for future work.  

There is a paper [52] that aims to investigate how different hyper-parameters of a machine 

learning classifier influence the CPDP model performance for identifying software defects in projects 

with no or insufficient historical data. It compares five different approaches to instance-based selection, 

which are techniques for selecting subsets of data from source items that are most relevant to a target item. 

It used eight items in two datasets as evaluation objects and utilized the AUC as a metric. The paper 

found that hyper-parameter optimization had a significant impact on four of the five methods, with the 

most influential hyper-parameters related to SVM and KNN classifiers. It also analyzes the cost of hyper 

parameter optimization and concludes that it lies in a satisfactory range. A paper [53] presents a novel 

deep-learning framework for predicting software defects in cloud environments, which are complex and 

dynamic systems. The framework uses various deep learning methods i.e. RNN, LSTM and CNN 

networks to learn the characteristics and patterns of software indicators and defects. The framework is 

evaluated on four datasets from cloud software projects, showing better performance than several existing 

methods. This paper aims to enhance the value and consistency of cloud software development.  

In study [54], an SDP model about LASSO-SVM is proposed, combining the LASSO method 

with the SVM algorithm. This model aims to enhance both the accuracy and speed of SDP. It achieves 

dimensionality reduction of datasets using LASSO and employs SVM for nonlinear classification. They 

used cross validation to adjust the SVM constraint. The model's performance is assessed using two real 

datasets from NASA and PROMISE, and it is compared to other SDP classifiers i.e. Logistic Regression, 

SVM, Decision Trees, NB, and RF. The results demonstrate that the model achieves better precision, 

recall and f-score rates on the two datasets. Additionally, the model outperforms other SDP models in 

terms of prediction speed.  

Another paper [55] proposes a technique to handle the imbalanced class distribution in CPDP 

using an ensemble under-sampling technique. This technique combines multiple classifiers with different 

under-sampling rates to balance classes and improve prediction accuracy. The paper evaluates the given 

technique on 10 real datasets and compares it with four methods that exist already: Naive Bayes, Random 
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Forest, SMOTE and TCA+. It reports that the method does better than other methods in precision, recall, 

F-measure, and AUC scores. The paper also analyzes the impact of different under sampling rates and 

ensemble techniques on prediction performance. Another paper [56] presents a new method for predicting 

software defects in different projects using data from other projects. The method combines weighted 

nearest neighbor and grey relational analysis to deal with missing values in the data. The paper also 

compares different methods for selecting the most significant features for defect forecasting. The paper 

tested the method on seven datasets and reported promising results.  

There is another oversampling method proposed [57] called SPIDER3, which represents synthetic 

populations of imbalanced data using evolutionary rules. SPIDER3 uses genetic programming to generate 

synthetic instances that are similar to, but not identical to, minority class instances. SPIDER3 also 

considers the distribution of most class instances and avoids overlapping with them. The paper compares 

SPIDER3 results with other oversampling methods such as Borderline-SMOTE, SMOTE, MWMOTE 

and ADASYN, as well as cost-sensitive students such as CSB1, AdaCost, and CSB2. The paper uses 

various evaluation parameters such as accuracy, precision, recall, F-measure, G-mean, AUC-ROC and so 

on. An article [58] presents a framework for SDP using attention-based recurrent neural networks 

(ARNNs). The paper claims that the ARNN can automatically learn the semantic and syntactic features 

from an Abstract Syntax Tree (AST) and use a method to produce features important for perfect fault 

prediction. This article evaluates the framework on some Java projects and compares it to modern 

techniques.  

In article [59], an ensemble ranking method based on voting is suggested, it combines the 

predictions of three core "students" - Adaboost, RF, and NB. The paper also employs wrapper-based 

attribute selection techniques to decrease data dimensionality and select the most relevant features for 

each of these base models. This method is evaluated using six NASA datasets and is compared to existing 

methods like LR, SVM, DT, KNN, and bagging. Many metrics i.e. precision, accuracy, recall, F1-score, 

G-mean, and AUC are used for evaluation.  

In paper [60], an ensemble learning approach for SDP using various ML methods is presented. 

The aim is to increase accuracy and reliability of defect prediction by leveraging the strengths of different 

models of machine learning. This study uses four base models: KNN, Decision Tree, SVM, and Naive 

Bayes, along with Bagging and Boosting. And performance of this approach is assessed on six publicly 

available PROMISE datasets. The article compares the results of the ensemble method with those of the 

base models and other techniques.  

In paper [61], a new fault prediction technique based on Deep Belief Network (DBN) and L1 

regularization optimization is proposed. DBN is an artificial neural network that can learn multifaceted 

nonlinear model from data, and L1 regularization is used to prevent overfitting and enhance 

generalization by penalizing large weights in the network. The article claims that this model surpasses 

available techniques in accuracy, recall, precision, and F1-score. Experimental results from four public 

datasets are presented to support this claim, and the given model is compared with other techniques i.e. 

logistic regression, DT, RF, and SVM.  

In study [62], the authors compare the output of different algorithms for SDP. These task 

identifies defective modules before testing or implementation. This paper utilizes five PROMISE datasets, 

each containing software parameters and defect labels for different software projects. Cross-validation is 

performed ten times, and the accuracy, recall, precision, and F-scores on each dataset are evaluated. The 

algorithms tested on DT, RF, SVMs, nearest neighbors, NB, logistic regressions, artificial neural 

networks, extreme gradient boosting, adaptive boosting, and bagging.  
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Another paper [63] is about to enhance the accuracy of SDP models by applying different 

machine learning techniques and optimization methods. This study utilizes four datasets from the Promise 

repository, which contain information about software modules and their defects. Six machine-learning 

techniques are applied to build predictive models: SVM, LR, KNN, decision trees, random forests, and 

ANN. Additionally, four optimization methods are employed to improve model performance.  

In article [64], a seven-ensemble ML model is proposed, combining LGBM, Cat boost, boosted 

Cat boost, XgBoost, bagged Logistic Regression, boosted XgBoost and boosted LGBM. The study 

evaluates these models using six datasets from the PROMISE archive, assessing some parameters of 

performance i.e. accuracy, AUC, precision, F1-score, recall, and MCC. The article suggests that the 

ensemble Cat-boost method outperforms others on three defect datasets while reducing overfitting and 

training time. 

2 Methodology 

     The purpose of this study is to offer a general examination of the latest techniques and 

approaches in CPDP using machine learning. CPDP entails constructing a predictive model on a source 

item and using it on a target item with distinct characteristics.  

A study [65] addressed the problem of HCPDP (heterogeneous CPDP), it forecasts faults in test 

projects using data from different source projects. This paper proposes two novel methods based on 

optimal transfer theory, which can measure the similarity and transferability between train and test 

distributions, and reduce the negative impact of distribution mismatch. The first method, called 

OTHCPDP, uses optimal transfers to align train and test data distributions and then applies a classifier to 

predict defects in target items. The second method, called OT-HCPDP+, extends OT-HCPDP by 

combining attribute selection and EL (ensemble learning) techniques to further enhance predictive 

performance and robustness. This paper evaluates the proposed method on the real datasets of AEM, 

JIRA, NASA and PROMISE software projects and compares it with some modern HCPDP methods. The 

paper reports that the given method gains better or comparable results as compared to already available 

methods in accuracy, F-measure, G-mean, and AUC. This paper also conducts statistical tests and 

sensitivity analysis to authenticate the efficiency and stability of the given technique.  

There is another study [66] that proposed a Genetic Algorithm Feature Selection (GAFS)-based 

CPDP method aiming to perk up the output and robustness of CPDP to find the best subset of features for 

each target item. The paper introduces the concept of CPDP, which leverages data from other related 

projects to construct a model for defect prediction for new projects that have little or no historical data. 

This paper also reviews existing CPDP methods and their limitations, such as distribution mismatch, class 

imbalance, and feature redundancy. The paper proposes the GAFS method, which consists of two steps: 

attribute selection and ensemble training. In the attribute selection phase, a global search adaptive 

attribute selection technique based on GA (a genetic algorithm) is proposed; it uses the comprehensive 

results of the candidate attribute subsets on the test data to drift the optimal attribute subset. In the second 

stage, this paper utilizes the Easy Ensemble technique to increase the CIP (class imbalance problem), and 

constructs multiple NB (naive Bayesian) classifiers, and then builds the model through ensemble learning. 

This paper evaluates the GAFS method on the very popular real-world datasets in the AEEEM and 

PROMISE data repositories and compares it with five modern CPDP techniques in MCC and F-scores. 

The paper reports that GAFS can attain equivalent results than available techniques, and can significantly 

improve the average F1-score and MCC. The paper also conducted statistical tests and sensitivity analysis 

to verify the validity and stability of GAFS.  

In paper [67], various approaches to predict software defects are evaluated in two scenarios: 

within the project and across-projects. Within-project prediction involves using data from same project to 

train and test the model, while CPDP uses data from different projects. The paper compares four types of 
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defect prediction methods: statistical, machine learning, meta-learning, and hybrid. Datasets from 

PROMISE and AEEEM repositories are employed, and several metrics i.e. precision, accuracy, recall, 

F1-scores, and AUC-ROC are applied. The study found that a hybrid technique that integrates statistical 

and ML methods outperformed other methods in both scenarios. Additionally, the paper highlights 

practical challenges and limitations in defect prediction, including data quality, data imbalance, feature 

selection, and model interpretation. It suggests future research directions, such as enhancing data 

preprocessing, exploring new features, and developing interpretable models.  

In paper [68], the focus is on the effect of important feature selection by hybrid methods in CPDP 

for multiclass datasets. The study suggests a hybrid method for feature selection based on RF and 

recursive attribute exclusion cross validation, it selects a small number of meaningful and relevant 

features for defect prediction. A CNN serves as the classifier for predicting defects across projects, with 

SoftMax that is the last layer. The given technique is assessed on various PROMISE datasets, achieving 

an average prediction accuracy of 78% with AUC. The study concludes that hybrid feature selection 

significantly influences defect prediction accuracy across different datasets in cross-project environments.  

A study [69] suggested a two-stage framework for CPDP, a technique that uses data from 

different projects to identify defective software modules. The first stage of the framework is indicator 

selection, which aims to select the most relevant and informative indicator from a large number of 

candidate indicators for defect prediction. This paper adopts a hybrid technique for feature selection that 

is based on RF and recursive feature removal cross validation, that can sort indicators according to their 

importance and eliminate redundant and irrelevant indicators. The second stage of the framework is the 

balancing method, which aims to manage the class imbalance problem (CIP) in defect prediction, it 

occurs when the number of defective components is very small in number to the non-defective 

components. The paper uses a hybrid ensemble method based on SMOTE and bagging, which can 

generate a synthetic model for minority classes and decrease the variance of the classifier. This paper 

evaluates the proposed framework for the PROMISE repository dataset. It also compares the output of the 

framework with six available CPDP techniques in terms of the F1 score. The paper reports that the given 

framework achieves better or comparable results than existing techniques and significantly improves the 

average value of all evaluation metrics.  

In paper [70], a novel method for predicting software failures in target projects using data from 

different source projects is proposed. This approach leverages artificial intelligence techniques like deep 

learning, genetic algorithms, and fuzzy logic. A deep neural network (DNN) is employed as a classifier to 

predict the failure likelihood of software components, trained on data from multiple source projects. 

Genetic algorithms (GA) are utilized to optimize the hyper-parameters of DNN, i.e. neurons, activation 

functions and hidden layers. Fuzzy logic is applied to assess the similarity and transferability between 

train and test projects, aiding in selecting the most suitable source project for DNN training. Pythagorean 

fuzzy sets (PFS) are used to represent uncertainty and ambiguity in software metrics and fault labels. The 

method's effectiveness is demonstrated using data from the PROMISE repository.  

Paper [71] introduces a technique to deal with noise and class imbalance in heterogeneous CPDP. 

CPDP involves using data from different projects to identify software modules that may contain defects. 

Noise refers to erroneous or irrelevant data that can impact prediction accuracy, while class imbalance 

occurs when the total defective and non-defective modules is unequal, potentially biasing the prediction 

model. The paper introduces the Block Balancing Algorithm (CBA) to handle class imbalance and 

evaluates four different classification algorithms to deal with noise. The method is evaluated using 

AEEEM, SOFTLAB, and Relink datasets. The study finds that noise and class imbalance significantly 

affect defect prediction accuracy, and the proposed technique and classification algorithm improve 

prediction results. Various performance parameters, including accuracy, F1 score, confusion matrix, and 

AUC, are employed.  
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In study [72], a technique for selecting the best features from multi-class data for CPDP is 

suggested. For feature selection, it utilizes a search-based optimizer called MOEA/D (corrosion-based 

multi objective evolutionary algorithm). The given technique is compared with other methods of feature 

selection like Relief, Information Gain, and CFS on multiple datasets from the PROMISE repository. 

Different classifiers, including NB, SVM, KNN, and RF, are used to assess the output of the techniques 

of attribute selection. The study claims significant improvements in the F1 metric and demonstrates that 

the proposed method outperforms others on most datasets.  

In paper [73], the authors review existing literature on Software Defect Prediction (SDP), 

software testing, and machine learning techniques. They propose a new method CPDP using deep 

learning. A DNN model is employed to learn the features and patterns from training project data and 

implement the learned methods to test project data. This approach is compared to other ML models like 

NB, Random Forest, SVM, and KNNs on multiple datasets from the PROMISE repository. The study 

claims better results in precision, F-score, accuracy, and recall, demonstrating the effectiveness of the 

DNN model in addressing data imbalance and distribution mismatch in CPDP.  

Paper [74] presents a novel deep learning model for CPDP. This technique uses data from 

different projects to estimate defect-prone modules in a software product. The study employs a method to 

capture semantic and structural information from both training and test projects. Additionally, a transfer 

learning strategy is applied to adapt the model to different domains. The given model is evaluated on 

PROMISE datasets and compared to other modern CPDP methods like Transfer Naive Bayes, Transfer 

Component Analysis, and Deep Transfer Learning. The study reports excellent results in F-scores and 

highlights the effectiveness of the self-attention mechanism in addressing data imbalance and feature 

heterogeneity in CPDP.  

In paper [75], a method for SDP is presented, utilizing attribute selection and variant-based 

ensemble ML methods. The structure comprises two phases: Variant Selection, which identifies 

optimized versions of classification techniques (e.g., MLP, NB, RBF, KNN, SVM, OneR, and K*, PART, 

RF, and DT), and Feature Selection, which eliminates irrelevant and redundant features using filter 

techniques like IG, CFS, and RAE. The framework then applies a variant-based ensemble learning 

technique, combining the best variants of classification methods to construct an ensemble learning model. 

The final feature set obtained from the feature selection technique is used to construct models of defect 

prediction using the ensemble model. The framework is evaluated using three metrics: Accuracy, F-score, 

and MCC.  

There is another study [76] that proposes a novel machine-learning technique for SDP, whose 

task is to categorize components in a software system that may contain errors. SDP helps to increase the 

software quality and decreases the cost of testing and development. A major challenge in software defect 

prediction is that defect datasets are usually unbalanced, meaning that there are more modules without 

defects than with defects. This makes it difficult for ML models to learn the characteristics of defective 

modules and classify them correctly. The paper introduces a heterogeneous stacked ensemble-classifier, it 

is an amalgamation of different types of ML models that are trained on the same data and then combined 

with another model that learns how to weigh its predictions. The paper claims that this approach handles 

class imbalance better than existing methods and achieves higher accuracy and AUC scores. The paper 

evaluates the proposed method on NASA public datasets, which are frequently used in SDP research. 

This paper compares the proposed method with five basic classifiers (ANN, tree-based classifier, nearest 

neighbor, SVM and Bayesian classifier) and two modern ensemble techniques (random forest and 

bagging) A comparison was made. The paper reports that the suggested technique outperforms all other 

techniques in both accuracy and AUC metrics, and the improvements are statistically significant. This 

paper concludes that heterogeneous stacking ensemble classifiers are a promising technique for SDP that 

can deal efficiently with the class imbalance problem. The paper also suggests some future research 
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directions, such as applying the proposed method to other domains and exploring different ways of 

stacking base classifiers.  

In paper [77], two prominent challenges in software defect prediction are addressed: high 

dimensionality and data imbalance. The paper introduces a model that combines Recursive Feature 

Elimination and Partial-Least Squares regression for dimensionality reduction, complemented by the 

SMOTE (Synthetic Minority Oversampling Technique) to balance data. PLS-R is a statistical technique 

that reduces the number of attributes by generating new components that capture the maximum variance 

and correlation with the target variable. RFE, on the other hand, is an attribute selection method that 

eradicates the least important attributes on the basis of their rank by the classifier. SMOTE is a data 

augmentation method that creates synthetic samples of the minority class (defective modules) by 

interpolating between existing samples. The paper further evaluates the performance of various ML 

algorithms, including DT, LG, SVM, KNNs, XGBoost (a gradient-boosting algorithm using decision 

trees as base learners), and Stacking Ensemble (a meta-learning technique that combines multiple 

classifiers using another classifier as a meta-learner). Multiple datasets from the PROMISE.  

A study [78] presents a novel approach based on improved self-organizing data mining that 

discovers hidden patterns and relationships in data without prior knowledge or assumptions. The paper 

claims that the new method can handle within and across project scenarios, two common settings for 

software defect prediction. Within project prediction utilizes data from the same project to create and test 

a prediction model, while cross-project forecasting utilizes data from different projects to build and test a 

forecasting model. This paper evaluates the new method on 20 publicly available datasets from different 

software projects and compares it with some existing methods in terms of classification and ranking 

prediction. Classification prediction assigns each software module a binary label (defective or not) while 

ranking prediction ranks modules according to their probability of being defective. The paper reports that 

the new technique gives better performance than existing techniques in classification and ranking 

prediction, and demonstrates its ability to set up a fundamental relation between bugs and metrics.  

A study [79] proposes a framework for CPDP; it is the task of using training data from to 

calculate software bugs in target projects. In this study, 15 imbalanced learning techniques for cross 

project defect prediction are studied, including 6 imbalanced ensemble learning (IEL) methods that 

combine multiple classifiers to treat with imbalance problem. The paper evaluates 15 methods on 20 

datasets from 10 projects and compares their performance using different metrics i.e. recall, G-mean, F1- 

scores, precision, and AUC. The paper also analyzes the impact of different factors such as project size, 

defect rate, and feature dimension on the performance of the method. The paper finds that for CPDP, IEL 

methods generally outperform other methods and that the best IEL method is SMOTEBoost, which uses 

SMOTE (Synthetic Minority Oversampling Technique) to produce new samples for the minority class 

during boosting.  

A paper [80] addresses the problem of multi-source CPDP, a technique aimed at transferring 

knowledge from source items with labelled data to target items with unlabeled data to predict software 

defects. In this study, they suggested a new technique based on deep integration for multi-source CPDP, 

called MTrADL. The technique consists of three steps: (1) attribute extraction, (2) feature integration, and 

(3) defect prediction. In the first step, the paper uses an Abstract Syntax Tree (AST) and Bi-LSTM 

(Bidirectional Long-Short Memory) to take out semantic attributes from source modules. In the second 

step, we use a deep neural network (DNN) to integrate multiple source items and learn high-level 

attributes that are invariant to the distribution mismatch between different items. In the third step, the 

paper uses a softmax classifier to forecast the defect label of the target item. The paper evaluates the 

performance of MTrADL on 19 software items from three public datasets (AEEEM, Relink, and NASA). 

The paper compares MTrADL with several modern baselines, i.e. TCA+, CDPLS, and DCPDP. The 

paper reports that MTrADL outperforms all baselines on various evaluation metrics i.e. precision, 
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accuracy, recall, F-scores, and AUC. The paper also performed an ablation study to analyze the effect of 

different components of MTrADL. This paper concludes that MTrADL is an efficient and powerful 

multi-source CPDP method that can provide useful insights for software quality assurance.  

There is a study [81] about CVDP (cross-version defect prediction), the task of using data from 

older versions to forecast defects in newer versions of a software project. It conducts CVDP using the 

CPDP method, which can use data from different source projects to calculate bugs in test project. It 

investigates whether inputting multiple older versions of data using a CPDP method is effective for 

CVDP and compares the output of different CPDP techniques in the CVDP case. It conducts experiments 

on more than 12 versions of open-source projects, using four CPDP methods: TCA+, TCA, Burak Filter 

and Naive Bayes. The paper finds that inputting multiple older versions of the data improves some CPDP 

methods in the CVDP case, but does not work for the best defect prediction method in the paper (TCA+). 

It also found that using the most recent data published previously is optimal for CVDP and that CPDP 

data can be useful for CVDP when no CVDP data are available.  

A paper [82] proposes a new method called MHCPDP. This technique aims to enhance the 

accuracy and performance of the prediction models by using multiple source items with different 

characteristics and applying auto-encoders and multi-source transfer learning techniques. This paper 

addresses some of the key challenges and limitations of existing HCPDP methods, such as feature 

heterogeneity, data scarcity, and negative transfer. The paper claims that their method can reduce the 

feature gap and negative transfer effect between source and target items, and achieve better results than 

existing HCPDP methods. The paper provides a clear and detailed description of their method, which 

consists of four steps: feature withdrawal, feature alignment, feature selection, and bugs prediction. The 

paper also expounds on the theoretical basis and implementation details of each step. The paper conducts 

extensive experiments on five open-source datasets to validate their method. The paper compares their 

method to six baseline methods and evaluates it using four metrics: AUC, F-measure, G-mean, and 

Balance. The paper reports that their method outperforms baseline methods across all metrics and datasets, 

and demonstrates the effectiveness and robustness of their approach.  

In study [83], the focus is on CPDP, the target is to forecast the number of faults in a software 

project using data from other projects. This study introduces a method that classifies defects into three 

categories based on defects per thousand lines of code (KLOC). To achieve this classification, the paper 

utilizes ensemble ML methods, specifically RF and gradient boosting. Ensemble learning integrates many 

models to increase the accuracy of prediction. The approach's performance is evaluated using open-source 

projects and compared to baseline techniques like naive Bayes, LR, and DT. The study demonstrates that 

the given method achieves results comparable to intra-item defect prediction (predicting defects based on 

a single software item's data) and does better than other CPDP techniques.  

In paper [90], the authors tackle the challenge of CPDP and the issue of domain shift, where data 

distributions between source and target items may significantly differ, leading to suboptimal output. To 

address this issue, the study introduces a novel CPDP approach based on a Transfer Convolutional Neural 

Network (TCNN). TCNN is a deep-learning method designed to learn transferable attributes from source 

items and adapt them to target items. The paper outlines the architecture and training process of TCNN, 

which includes three key mechanisms: a domain classifier, a feature extractor, and a defect classifier. An 

attribute extractor learns general attributes from source items, the domain classifier aligns attribute 

distributions between the training and test projects, and the bug classifier predicts defect labels for target 

items. The given TCNN method is tested on target datasets and compared to available CPDP methods. 

The study reports that TCNN achieves superior performance on most datasets compared to existing 

methods and is effective in handling multiple source items and heterogeneous data.  
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In paper [91], a new method for SDP is presented, incorporating ML and optimization methods. 

The method comprises three phases: attribute selection, attribute weighting, and classification. In the first 

stage, a hybrid model of genetic algorithm and particle swarm optimization is used to select the most 

relevant features for defect prediction. The feature weighting stage employs a modified PSO to allocate 

weights to the selected features on the basis of their importance. Finally, the classification phase employs 

four ML algorithms and uses the weighted features to construct a prediction model. The study evaluates 

the given technique on software datasets and compares it to existing methods using metrics i.e. accuracy, 

F-measure, and AUC. The output demonstrate that the suggested technique outperforms existing methods 

on all metrics. Additionally, the paper conducts analysis to validate the implication of the output results. 

5 Conclusion 

CPDP is a capable technique to enhance software quality and minimize maintenance costs by 

utilizing data from source projects to forecast defects in target projects. This comprehensive review 

delves into a multitude of research endeavors and strategies within the realm of CPDP, specifically 

focusing on machine learning techniques. The goal is to offer valuable insights and guidance for both 

researchers and practitioners interested in this domain. CPDP serves as an invaluable solution when 

defect data is limited or nonexistent in target projects. By leveraging data from other projects, CPDP 

enables the prediction of software defects in target projects, ultimately elevating the efficacy of software 

quality assurance processes. This evolving field continues to contribute to the advancement of software 

engineering practices, thereby optimizing software development and maintenance efforts.  

1- Challenges and Open Issues: CPDP using Machine Learning faces several challenges and 

open issues, such as data selection, feature extraction from heterogeneous sources, model 

selection, evaluation metrics, and transfer learning. These challenges must be addressed to 

increase the accuracy and generality of CPDP models. 

2- Feature Selection and Model Selection: CPDP research explores various feature selection 

methods and ML models. Ensemble methods, genetic algorithms, self-attention mechanisms, 

and deep learning have proven effective in improving defect prediction accuracy. 

3- Evaluation Indicators and Performance: CPDP model evaluation involves multiple 

indicators, including precision rate, accuracy rate, recall rate, G-mean, F1-score, and AUC-

ROC. The choice of evaluation metric is crucial for accurately assessing model performance. 

4- Performance and Robustness: Studies evaluating CPDP models on real datasets from 

repositories like AEEEM and PROMISE demonstrate that ML-based CPDP methods 

typically outperform traditional statistical approaches, indicating their potential for 

performance improvements. 

5- Limitations and Future Directions: Despite progress, CPDP using ML still faces limitations 

related to data quality, class imbalance, and feature selection. Future research should focus on 

addressing these challenges, exploring new features, and developing interpretable models. 

6- Recommendations: Based on the review, it is recommended that researchers and 

practitioners consider hybrid approaches that combine statistical and machine learning 

techniques. Utilizing ensemble learning, addressing class imbalance, and employing feature 

selection techniques can increase the accuracy and precision of CPDP models. These 

recommendations aim to advance the field and improve software defect prediction practices. 
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In conclusion, this review paper provides a complete summary of modern methods and 

techniques for CPDP using machine learning. The findings show that the machine learning-based CPDP 

method shows great promise in improving software quality and predicting target project defects. As the 

field is growing continuously, further research and development are required to address existing 

challenges and open questions, ultimately contributing to stronger and more efficient CPDP models. This 

review can provide a valuable reference for researchers to enhance the field of CPDP and make informed 

decisions while employing ML techniques for cross-project defect prediction. 
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